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Abstract. Nowadays serving robots are more and more popular in human socie-
ty. However, most of them are designed for the special people or for the special 
scenario. There is little robot designed to apply appropriate interface for differ-
ent people that can accommodate age-related and body-related in physical inte-
raction. We propose that user-centered design should be used in physical  
Human-robot interaction. In this research, we take a nursing-care robot as an 
example. Based on the results of the experiment, we proved that the distance 
between two arms of nursing-care robot, which affected the comfort and safety 
of patient, should be applied by different patients with different body length. 
We try to build the adaptive human robot interface based on the physical prop-
erties of people, such as body length. This study is an attempt to explore the 
adaptive human robot interaction and contributes to giving insights and implica-
tions for the future design of general serving robot. 

Keywords: Physical human robot interaction, nursing-care robot, safe  
transferring. 

1 Introduction 

With the advent of an aging society, robots are popular in human society and expected 
to assist the human being. Many researchers explored the physical human robot inte-
raction (PHRI) in many areas, for example, industry, medical, welfare, dancing, mu-
sic, homework assistance, nursing support and so on. For example, Partner Ballroom 
Dance Robot (PBDR) [1] can predict the steps of the partner based on body move-
ment and react on wheels. CB2 [2] is used for safe operation and behavior learning 
and try to understand the human developmental process of cognitive functions 
through mutual feedback. Robovie-IV [3] was designed to “socially” interact with 
people in daily lives. However, most of these robots are designed for the special 
people or for the special scenario. There is little research has been targeted at adaptive 
user-centered design for ordinary people in public environment. Sekmen and Challa 
[4] built an HRI system and predicted the behaviors and preferences of the people 
with a Bayesian learning method. In this research, adaptive user-centered interface is 
explored by natural properties of the human being.  
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Human being has two properties in the nature. They are physical property and so-
cial property. Physical properties include body length, thigh length, shank length, arm 
length, body weight, disability, and waist strength and so on. Social properties include 
career and aging and so on. User-centered design should be used to implement the 
physical Human-robot interaction (PHRI). Many PHRI happens in hospital. For ex-
ample, doctor can lead a robot to a room hand by hand and then robot can lift and 
move the patient from one place to the other. Robot also can guide the patients’ 
friends to the place where the patient is. During PHRI, both social and physical com-
munications occur. Robot must adapt the interaction, such as leading, following, or 
lifting, based on the social properties of people, such as patient, doctor and patient’s 
friend. At the meantime, according to the physical properties (aging, body height, 
body weight) of patient, different communication strategies should be applied while 
lifting and moving a patient. For example, when lifting an infant (shown in Figure 
1a), we must hold her/his neck carefully because infant’s neck is very weak. For an 
adult, princess lifting motion is often used (shown in Figure 1b). Moreover, robot 
should adjust the distance between two arms based on the different patients.  

 

         

Fig. 1. (a) lifting an infant; (b) lifting an adult 

In this research, we take a nursing-care robot as an example. In RIKEN-TRI Hu-
man-Interactive Robot Research Center, we have developed a nursing-care robot 
named RIBA (Robot for Interactive Body Assistance) [5-8]. The entire body of RIBA 
(shown in Figure 2a) is covered with soft protected material. The main task of RIBA 
is to lift a patient from the bed and transfer her to the chair. By now, it can successful-
ly and comfortable lift and transfer the patient whose maximum weight is 63 kg. The 
lifting motion (shown in Figure 2b) was designed by the results of [9]. However, like 
the most robots in the lab environment, the lifting motion is just considered for the 
special patient and hard to dynamically adjust its motion by different patients. There-
fore, RIBA is a good example of adaptive physical human robot interaction based on 
the physical and social properties of people. In this paper, we try to let the robot 
detect the physical properties of patient, use the information to modify the interface or 
motion dynamically and finally improve the PHRI.  

This paper introduced the nursing-care robot and the motivation of this research 
firstly. Then in section 2, a pilot study was designed to explore the relationship be-
tween different positions of RIBA arm and patient’s comfort and safety. Section 3 is a 
presentation of equations how to calculate the most suitable positions of RIBA arms. 
 

(a)� (b)�



 Adaptive User-Centered Design for Safety and Comfort 367 

Section 4 is a description of the proposed system and methods. Finally we conclude 
with a discussion of our results, implications for adaptive human robot interaction and 
directions for future work.  

      

Fig. 2. (a) RIBA; (b) lifting motion 

2 Pilot Study 

Comfort and safety of patient are the most important factors during lifting and trans-
ferring. The objective of this experiment is to investigate the relationship between 
different positions of RIBA arms and patient’s comfort and safety. We used two hard 
covers with four supporting sticks to simulate the RIBA arms (as shown in Figure 3). 
At the root of supporting stick, force sensor was mounted to measure the supporting 
force. The independent variable was the height between two arms (2, 8, 13, 18 cm). 
The distance between two hard covers was fixed and the number of the distance was 
53cm. Therefore, inclination angle, which is the angle between the link of centers of 
two arms and horizontal direction, is 2.16, 8.58, 13.78, 18.76 degrees.  

 

Fig. 3. Experiment setup 

(a)� (b)�
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Six male volunteers participated in the experiment. All were not patient and in 
good health condition. Before the experiment, the task was explained to the partici-
pants. They needed to adjust their postures until they felt comfortable and painless 
and then they were asked to keep that posture for five seconds. Participants were al-
lowed to have a rest between trails. After the experiment, a questionnaire should be 
completed to rate their subjective preferences by the participants.  

To evaluate the workload of trunk and thigh, we measured the supporting forces on 
two hardcovers. We also recorded the waist joint angle which is the angle between 
trunk and thigh by different experiment conditions. The overall mean of waist joint 
angle is 116 degrees (see Figure 4). An ANOVA test showed that there was no signif-
icant effect (F3, 15 = 2.679, p >0.05) from the height between RIBA two arms on the 
waist joint angle. It suggests that the waist joint angle may be always the same when 
user feels most comfortable during lifting and transferring. Harrison etc. [10] also 
explored the relationship between waist angle and user workload in sitting posture. He 
got the conclusion that user had the lowest dis pressures and lowest electromyography 
recordings from spinal muscles when the waist joint angle is around 110 to 130  
degrees. 

 

Fig. 4. Waist joint angle by different heights between RIBA arms 

According to the results of the questionnaire, the majority of participants (5/6) pre-
ferred the setup in which height between RIBA two arms was 13cm. They reported 
that “feel comfortable with that posture likes sitting on a chair” and “compared with 
other conditions, the muscle of necklace is not tight and tired”. Results also showed 
that the main effect of the height between RIBA two arms was statistically significant 
(p < 0.01) on forces of four supporting sticks. With the increase of height between 
RIBA two arms, the workload of trunk decreased while the one of thigh increased. 

In summary, the results of pilot study and reference suggest that when waist joint 
angle is about 116 degrees, the inclination angle is about 13.78 degrees and lifting 
posture is similar to the sitting posture, user feels most safe and comfortable. 
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3 Setup of RIBA’s Arms 

Generally, the motion and trajectory of robot are set in advance. The final target of 
lifting robot is that, based on different subjects, custom motion and trajectory of robot 
can be generated dynamically. In this research, to achieve safe and comfort lifting, it 
is important to setup the positions of RIBA’s arms.  Therefore, we analyze the rela-
tionship between several parameters of patient and RIBA. As shown in Figure 3, point 
A is the center of contact area between thigh and right arm of RIBA, point B is the 
center of contact area between trunk and left arm of RIBA, point C stands for the 
waist joint position, point D is the point of a horizontal line passing through A and a 
vertical line passing through B. length is the length between two contact points. height 
is the height between RIBA two arms. distance is the vertical distance between two 
contact points. thigh is the length between A and C and the value of thigh is approx-
imated as half-length of patient’s thigh. trunk is the length between B and C and the 
value of trunk is approximated as half-length of patient’s trunk. In the triangle ACB, 
the angle between thigh and trunk is the waist joint angle. Therefore, we get this equa-
tion in the following: 

        (1) 

In the triangle ABD, the angle between length and distance is the inclination angle. 
And we get these equations in the following: 

 

 

 

 

In order to life a patient stably and comfortably, height and distance are the most 
important input parameters of RIBA. As we proved in Section 2, when the inclination 
angle is 13.78 degrees and waist joint angle is around 116 degrees, patient felt most 
comfortable. Therefore, in equations (2) and (3), if we know the length of thigh and 
trunk and then RIBA can adjust the suitable arms’ positions by different patients.  

4 System and Methods 

Human behavior analysis [12-14] has been a long focus of interest on computer vision 
and machine learning areas. Most of researchers used motion capture device and laser 
scanners to analyze the depth maps from the real world. However, these devices are 
very expensive and hard to be mounted on the robot. Kinect, which is a low-cost device, 
uses a light technique [11] to generate depth map which is made of discrete point cloud. 
It is a motion sensing input device [15] developed by Microsoft that enables users to 
naturally interact with games and other programs without the need to physically touch a 
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game controller or object of any kind. It achieves this through a natural user interface by 
tracking the user’s body movement and by using gestures and spoken commands. Al-
though Microsoft Kinect can estimate different poses and detect 3D positions of body 
parts, it just can recognize the people skeleton in sitting and standing posture. PCL [16] 
is an open source and we can use this source to grab the point cloud in the real time. By 
considering for the task of lifting a patient from bed, our target is to recognize the pa-
tient position, the lengths of thigh and trunk. In the following, we propose an approach 
to achieve this target by PCL and other algorithms.  

 

Fig. 5. Graphical illustration of the process. (a) pass filter in Y direction(a) pass filter in Z 
direction (c) voxel grid down sampling (d) segmented body (e) organized point cloud (f) after 
thinning method. 

Firstly, pass filter was used to reduce the number of points in Y and Z directions 
(see Figure 5a, 5b). In order to do the down sampling, 3D voxel grid filter was applied 
and the leaf size was 1cm (see Figure 5c). Then we tried to detect the plane which 
was the bed plane from the rest point cloud, the patient must lie on that bed and final-
ly we can find the patient. Similar like the way to detect the objects on the table [17], 
random sample consensus algorithm was used to detect the plane and the area of bed 
is recognized. And then, all the points above the bed from 1cm to 50cm were ex-
tracted. Finally, clustering algorithm was used to get the biggest cluster point set 
which was the segmentation of patient body (see Figure 5d). The patient point cloud 
was then transferred from 3D to 2D and we used the distance information to organize 
the 2D point cloud into binary array. “1” means the points belonging to the patient are 
in this area, “0” means the points belonging to the patient are not in this area (see 
Figure 5e). Simple thinning method in which calculates the center of column array 
was used to find the skeleton of patient (see Figure 5f). On the next step, linear least 
squares regression is used to model the three lines which stand for the trunk, thigh and 
shank. The joints of them are the knee position and waist position. Then, we can get 
the length of trunk and thigh.  



 Adaptive User-Centered Design for Safety and Comfort 371 

5 Conclusion and Future Works 

The concept of adaptive user-center interface for safe and comfort in PHRI was pro-
posed. The robot can dynamically adjust its motion and trajectory based on the social 
and physical properties of user. In this paper, we took a nursing-care robot RIBA as 
an example and explored what and how the physical properties of patient affected the 
setup of RIBA’s arms. The results of experiment showed the waist joint angle may be 
always the same when user feels most comfortable during lifting and transferring. 
After analyzing the equations between the parameters of RIBA and patient, we found 
that the setup of RIBA’s arms should be changed by the different length of trunk and 
thigh of patient. Finally a method with Kinect of detecting trunk and thigh was pro-
posed. This paper is an attempt to explore the adaptive human robot interaction and 
contributes to provide a more complete vocabulary in this direction that adaptive in-
terface researcher of human robot interaction can leverage. 

In the future, we plan to further investigate how incorporate the physical and social 
properties of people in interaction between human and robot. We are also interested in 
the methods how to detect the properties of people.  
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